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Abstract
The acceptance of virtual environment (VE) technology requires scrupulous optimization of the most basic
interactions in order to maximize user performance and provide efficient and enjoyable virtual interfaces.
Motivated by insufficient understanding of the human factors design implications of interaction techniques
and tools for virtual interfaces, this paper presents results of a formal study that compared two basic inter-
action metaphors for egocentric direct manipulation in VEs, virtual hand and virtual pointer, in object se-
lection and positioning experiments. The goals of the study were to explore immersive direct manipulation
interfaces, compare performance characteristics of interaction techniques based on the metaphors of inter-
est, understand their relative strengths and weaknesses, and derive design guidelines for practical develop-
ment of VE applications.

1. Introduction

With the rapid increase in performance of high-end com-
puter graphics systems and the transition of 3D graphics
onto fast and inexpensive PC platforms, virtual environ-
ment (VE) interfaces have become feasible enough to be
practically used in areas such as industrial design, data
visualization, training, and others1. Development of useful
VE applications, however, requires optimization of the
most basic interactions, in particular object manipulation,
so users can concentrate on high-level tasks rather than on
low level motor activities2.

Currently, there is little understanding of how manipu-
lation interfaces should be designed to maximize user
performance in immersive virtual environments3. Research
that systematically investigates the human factors and de-
sign implications of immersive manipulation tasks, 3D
devices, interaction metaphors and techniques remains
sparse2, 4, 5; consequently, VE designers have had to rely
on their intuition and common sense rather than on the
guidance of established theory and research results. How-
ever, as Brooks6 has noted, “in watching many awful in-
terfaces being designed ... I observed that the uninformed
and untested intuition of the designer is almost always
wrong.”

In this paper we present results of an experimental study
of two generic interaction metaphors for object selection
and manipulation in immersive VEs: virtual hand and
virtual pointer. The specific goals of the study were to
1) compare user performance characteristics of the interac-
tion techniques based on these metaphors, 2) understand
their relative strengths and weaknesses, and 3) derive gen-
eral guidelines to aid designers in practical development of
immersive manipulation interfaces. Although object ma-
nipulation is among the most important interactions in
VEs3, we are not aware of any formal experimental studies
that systematically evaluate and categorize interaction
techniques for immersive object manipulation. Prior re-
search relates primarily to assessment of user performance
as a function of the properties of input and  output de-
vices7, 8. In contrast, the focus of this study is on the hu-
man factor aspects of different mappings between user
input (captured by input devices) and resulting actions in
VEs — i.e., interaction techniques3.

The organization of the paper is as follows: After a brief
discussion of related work, we introduce a taxonomy of
interaction techniques for object manipulation in VEs.
This taxonomy categorizes techniques according to their
underlying metaphors and provides a rationale for the
choice of techniques evaluated in this study. We then de-
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scribe the experiments and report their results. Finally, we
discuss design implications of the study and directions for
future research.

2. Related Work

Object selection and positioning are among the most fun-
damental interactions between humans and environments,
whether it is a “desktop” of 2D direct manipulation inter-
face, 3D virtual environment, or the physical world9, 10.
Prior research on manipulation in VEs relates primarily to
assessment of user performance as a function of input and
display devices and their properties. For example, a pio-
neering study by Ware11 demonstrated applicability and
ease of use of a 3D input device for a six degree of free-
dom (6DOF) placement task. A study by Zhai and Mil-
gram7, comparing isometric versus isotonic input devices
in various conditions of spatial manipulation, suggested
that isometric devices are preferable for rate control and
isotonic for position control. Studies of stereoscopic versus
monoscopic display devices suggest that stereoscopy im-
proves user manipulation performance12, 13. The effects of
system performance characteristics (such as lag and frame
rate) on user manipulation performance have also been
extensively studied8, 14.

Investigation of the human factors related to input and
output devices has considerable value; however, the lack
of systematic research on interaction techniques, which
map the user’s actions captured by input devices into re-
sulting actions in the VE3, may significantly limit their
appropriate use in VE design. Interaction techniques es-
sentially define the “look and feel” of VEs. A wide variety
of techniques can be implemented using the same input
devices, and quite a few techniques for spatial manipula-
tion have been demonstrated. Still, there have been few
attempts to formally evaluate them, to assess and compare
their functional capabilities under various circumstances.

A number of surveys have summarized and classified
various approaches for designing techniques for spatial
input and identified problems and possible solutions 3, 15.
Zhai, Buxton and Milgram16 evaluated application of
volumetric semitransparent cursors (“silk” cursors) in a 3D
target acquisition task, and reported user performance
improvement as compared with traditional cursors. A study
by Hinckley, Tullio, Pausch, et al. 17 evaluated and com-
pared several spatial rotational techniques. And in a recent
study by Mine, Brooks and Sequin18, automated world
scaling techniques were evaluated. More relevant here is
the pioneering usability study reported by Bowman and
Hodges10 that evaluated several VE techniques for ma-
nipulation at a distance. Although no quantitative data
were collected, this study provided useful preliminary
observations of techniques.

Starting with early techniques that simply mapped the
position and orientation of the user’s hand onto the posi-

tion and orientation of manipulated objects19, 20, the field
has been expanding with more sophisticated techniques
such as flash light21, aperture22, Go-Go10, 23, World-In-
Miniature 24, image plane 25, scaled-world grab18 and many
others. This variety of techniques, however, is also a
source of difficulty. How do all these techniques relate to
each other? Which interaction techniques should be chosen
for particular task conditions? Which among the parame-
ters of interaction techniques, tasks, and environments
should be considered to design efficient VE interfaces?
These questions persist and merit careful scrutiny by re-
searchers and practitioners.

3. Interaction Techniques for Immersive Object
Manipulation

Straightforward evaluation and comparison of manipula-
tion techniques is difficult. There are a multitude of differ-
ent techniques; even for the same technique performance
varies depending on the particular implementation; and
studies of a particular technique implementation may not
be readily generalized to other implementations of the
same technique, thus limiting their external validity.

On the other hand, many techniques apparently relate to
each other and share many common properties. For exam-
ple, there are more similarities between ray-casting and
flashlight techniques than there are between ray-casting
and techniques that use non-linear mappings to extend the
user’s area of reach (as in Go-Go 23). While evaluation of
ray-casting might provide insight into techniques similar to
ray-casting, such as flashlight, it probably would not help
in understanding techniques like the Go-Go. A taxonomy
of techniques, classifying them according to their common
properties, can be instrumental in understanding relations
between techniques and directing their design and experi-
mental evaluation.

3.1. A Taxonomy of Manipulation Techniques

Analysis of current VE manipulation techniques suggests
that most of them are based on a few interaction meta-
phors. Each of these basic metaphors forms the funda-
mental mental model of a technique — a perceptual mani-
festation of what users can do, how they can do it (affor-
dances), and what they cannot do (constraints) when using
the technique19, 26. Particular techniques are essentially
implementations of the basic metaphors, often extending
them in order to overcome some of the metaphor's short-
comings and constraints. For example, the flashlight tech-
nique enhances ray-casting by using a spotlight to ease
selection of small objects21. These improvements often
result in new constraints; for example, with the flashlight
technique an ambiguity might occur if several small ob-
jects fall into the spotlight22.

In Figure 1 we present a simple classification of current
VE manipulation techniques according to their basic inter-
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action metaphors. We divide the whole variety into exo-
centric and egocentric techniques. Originating in studies of
cockpit displays27, these terms are used now to distinguish
between two fundamental frames of reference for user
interaction with VEs. With the exocentric interaction, also
known as the God’s eye viewpoint, users interact with VEs
from the outside (the outside-in world referenced dis-
play27). An example is the World-In-Miniature technique,
which allows manipulation of objects by interacting with
their representations in a miniature model of the environ-
ment held by the user24. Another example is the automatic
scaling technique18, which scales down the world so the
user can access objects located at a distance. Although the
exocentric techniques are interesting and important, their
evaluation is outside the scope of this work.

With egocentric interaction, which is the most common
for immersive VEs, the user is interacting from inside the
environment — i.e., the VE embeds the user27. Currently
there are two basic metaphors for egocentric manipulation:
virtual hand and virtual pointer3, 10, 25. With the virtual
hand, users can grab and position objects by “touching”
and “picking” them with a virtual representation of their
real hand. The major design factor that defines a particular
technique are the choice of input devices and mappings
between the real hand’s position and orientation and the
virtual hand’s position and orientation. For example a
“classical” virtual hand technique provides one-to-one
mapping between the real and virtual hands, while the Go-
Go technique23 employs non-linear mapping functions to
extend the user's area of reach (Figure 2).

With the virtual pointer metaphor, the user selects and
manipulates objects by pointing at them. When the vector
emanating from the virtual pointer intersects with an ob-
ject, it can be picked and manipulated3. The major design
aspects that distinguish techniques based on this metaphor

are definition of virtual pointer direction, shape of the
pointer (selection volume), and methods of disambiguating
the object the user wants to select. In the simplest case, the
direction of the virtual pointer is defined by the orientation
of the virtual hand, the pointer is a “laser ray,” and no
disambiguation is provided 28 (Figure 3). Some techniques
define the direction of the virtual pointer by using two
points: position of the user’s dominant eye and location of
the tracker manipulated by the user 22, 25. Volumetric
pointers are also used to ease selection of objects 21.

This suggested taxonomy identifies only the basic, most
general metaphors which can be further subdivided to
reflect particular aspects of each technique. Also, tech-
niques based on different metaphors can combined to-
gether to form new manipulation techniques. For example,
techniques that combined virtual pointer and virtual hand
metaphors have been reported by Bowman and Hodges10

and by Cohen and Wenzel29.

3.2. Interaction Techniques to Study

The primary goal of the study was to understand the us-
ability characteristics of the virtual pointer and virtual
hand metaphors. Thus, for this study we elected to evaluate
those techniques that implement these basic metaphors as
closely as possible. Focusing on the basic metaphors al-
lows us to limit the number of studied techniques and to
generalize results beyond their specific implementations so
as the results of the evaluation can be applied to all tech-
niques based on these metaphors. In this section we de-
scribe the implementations of techniques that were evalu-
ated in this study.

3.2.1. Virtual pointer metaphor

We used the ray-casting technique for evaluation of the
virtual pointer metaphor. Direction of the virtual pointer is
defined by position and orientation of the virtual hand
(Figure 3). The working volume of the technique is an
invisible infinite ray emanating from the user’s hand; a
short segment of the ray is attached to the hand to indicate
the direction of pointing. To select an object, the user
points at it and presses a button on the button device. Two
variations of the technique were evaluated: with and with-
out visual feedback. When visual feedback is applied, the
color of an object changes when the ray intersects with it.

3.2.2. Virtual hand metaphor

Two major variations of the virtual hand metaphor were
investigated: the “classical” virtual hand technique and the
Go-Go interaction technique. The user is provided with the
virtual hand, which position and orientation is controlled
by the tracker attached to the user’s real hand (Figure 4).
To select and pick a virtual object, the user intersects
(“touches”) the object with the virtual hand and presses a

Figure 1: Classification of VE manipulation techniques
depending on their underlying metaphors.
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button on the button device to “pick” the object. The vir-
tual hand uses one-to-one mapping between real and vir-
tual hands, simulating the way we manipulate objects in
the real world. In contrast, the Go-Go technique uses a
non-linear mapping function to translate the measured
distance to the real hand into the controlled distance to the
virtual one (Figure 2)23. This allows for significant expan-
sion of the user’s area of reach. Similarly to the virtual
pointer, two variations of both hand techniques were
evaluated: with and without visual feedback. With visual
feedback, the object changes color when the virtual hand
intersects with it.

4. Hypothesis and Objectives of the Study

The current study was designed to compare user perform-
ance with these basic interaction techniques on virtual
object selection and repositioning tasks. The main vari-
ables of interest were object distance, object size and vis-
ual feedback. Although the effect of distance and object
size on user performance has been extensively studied,
prior studies relate either to real world target acquisition30

or non-immersive object manipulation in 2D and 3D user
interfaces7, 13. In both cases, manipulation occurs only
within the natural reaching distance, as opposed to immer-
sive VEs in which users often need to access and manipu-
late objects located both nearby and far outside the normal
area of reach18. The task of selecting and manipulating
objects located far away is often referred as “action at-a-
distance”3. Development of effective means of object ma-
nipulation across a wide range of distances has been rec-
ognized as an important problem in virtual interface re-
search and development5.

Both metaphors evaluated in this study allow for selec-
tion at-a-distance. Informal evaluation by Bowman et al.10

suggested that ray-casting might be more effective for
object selection, while the Go-Go technique might be su-
perior for object manipulation. Forsberg et al. 22 reported

difficulties in using a virtual pointer for selection of small
objects at-a-distance; no quantitative findings, however,
was reported. In this study we systematically evaluated and
compared the selection performance of virtual pointer and
virtual hand metaphors for objects of different sizes lo-
cated both close to the user and at-a-distance.

Repositioning objects has been reported as difficult us-
ing the virtual pointer techniques10, 18. The classical virtual
pointer implementation does not permit change in ray
length; therefore, moving the object from a close to a far
distance or vice versa can be accomplished only through
iterative object picking, moving, releasing, re-picking and
so on18. This method is obviously very inefficient. In our
pilot study it was about 3 times slower and required 2.5
times more iterative movements than the Go-Go technique.
Are there any cases in which virtual pointer might be an
efficient metaphor for object manipulation? In this study,
we evaluate and compare virtual pointer and virtual hand
metaphors in two conditions: 1) object repositioning at
constant distances from the user and 2) object reposition-
ing within the area of reach.

5. The Experiments

Experiments that evaluated three interaction techniques
were conducted  within the framework of a Virtual Reality
Manipulation Assessment Testbed (VRMAT)31. The
VRMAT is a tool that facilitates rapid design and imple-
mentation of a variety of studies of immersive manipula-
tion. It provides definitions of tasks and their properties,
suggests experimental procedures including relevant inde-
pendent and dependent variables, defines metrics and units
for their measurements, and so on. In this paper we de-
scribe only those aspects of the VRMAT that are relevant
to this study.

5.1. Experimental Tasks and Design

Subjects were immersed in a VE consisting of a large
checked ground plane and a virtual representation of their
hand. Participants wore a 6DOF tracking sensor on their
dominant hand and held a button device (used for selecting
and picking targeted objects) in the other hand. To reduce
the number of variables affecting subjects' manipulation
performance, they were not allowed to move in the VE.
We restricted their physical movement by placing them on
a platform about 1.5 meter in diameter.

Experimental tasks required subjects to select or posi-
tion test objects (stimuli) using the technique under inves-
tigation. Stimuli for the selection task were solitary virtual
objects located in the user’s field of view (Figure 3). After
successful selection the test object disappeared, informing
the subject that the task was completed. All stimuli were
simple geometric objects such as spheres, cubes, and cyl-
inders. More elaborate shapes, such as real world objects,
were not used in order that knowledge about their real
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Figure 2: The Go-Go technique: while the real hand is
within the distance D (Rr < D) the mapping is linear and
the movements of the virtual hand correspond to the
movements of the real one. When the user extends the
hand further than D (Rr > D) the mapping becomes non-
linear and the virtual arm “grows.”
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sizes and proportions would not affect subjects' perception
of sizes, proportions and distances in the VE 32.

The positioning task required the subject to pick and
place a test object on top of a terminal object indicated by
a different color (Figure 4). The shapes for both test and
terminal objects were cylinders with equal radii, and sub-
jects were asked to align the manipulated cylinder pre-
cisely on top of the other. The positioning could be per-
formed using iterative movements, i.e., subjects could
pick, move, and release the object several times. Each time
the object was released the VRMAT calculated the error of
positioning according to Equation 1. These equations de-
fine positioning error as percent of target object displace-
ment relative to the terminal in horizontal and vertical
directions. The researcher can control the required accu-
racy of positioning by specifying maximal vertical and
horizontal displacements for task conditions. For example,
0% displacement means that the target object must be
aligned on top of the terminal object without any
positional error. When the error of positioning falls below
the specified threshold the trial is completed and both ob-
jects disappear, cueing the subject that the task is success-
fully accomplished. The next test trial is then presented.

The VRMAT testbed used for the experiments was im-
plemented using a custom VR software toolkit developed
as an extension of the Sense8 World Toolkit 6.0. An SGI
Onyx RE2 workstation, equipped with a Virtual Research
VR4 head-mounted display and Polhemus Fastrak 6DOF
sensors, were used. A mouse was used as a button device.
The frame update rate was controlled at 15Hz.
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Equation 1: The error of positioning, where E EH V,  —
represents horizontal and vertical displacement of the
manipulated object relative to the terminal; x y zt t t, ,  

and
x y zo o o, ,  represents coordinates of the target and termi-
nal objects respectively, and D HS S,  represents diameter
and height of stimuli (equal for both the terminal and tar-
get objects).

5.2. Independent Variables

The main independent variables of interest for the selec-
tion task were distance to the object, object size, interac-
tion techniques, and visual feedback. The VRMAT defines
objects' positions and sizes in a user-centered coordinate
system similar to that used in Kennedy’s classic study of
the reaching and grasping envelope of seated U.S. Air
Force operators33. Position of a stimulus in VE is defined
as the length d and orientation α, β of the vector pointing
from the user's chest to the object (Figure 5). Distance d
from user to stimulus is defined in terms of virtual cubits,
a unit of distance introduced in the VRMAT31. One virtual
cubit is equivalent to the length of the user’s maximum
reach (Figure 5). It is named after the classic cubit of an-
cient Rome — the distance between the elbow and the tip
of middle finger.

The advantage of using virtual cubits is the ease of gen-
eralization of results from experimental studies to practical
VE development. A stimulus located at a distance of one
virtual cubit in the test environment would be located on
the boundary of the user's reach for any user and any other
VE, independently from the computational platform and
software used. Virtual cubits also eliminate bias due to
anthropometrical differences between subjects.

Size of the stimulus is defined as its non-occluded vis-
ual size: the vertical and horizontal angles ϕ, φ the object
occupies in the user’s field of view (Figure 5)31. Visual
angles are also user-centered units. The geometrical size of
test objects is recalculated before each trial depending on
current position of the user, in order to maintain the ob-
jects’ visual size as specified a priori by the experimenter.
The benefit of visual angles is the separation of influence
of distance and object size on user performance: when an

Figure 3: Selection task: the user selects a solitary test
object. The ray-casting technique is being evaluated.

Figure 4: Position task: the user puts a test object on top
of the terminal object, indicated by a different color, using
the Go-Go technique (the cube in the foreground repre-
sents the position of the subject’s physical hand).
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object’s size is defined in terms of visual angles, it has the
same visual size at different distances. Visual angles also
allow for easy generalization of results beyond the par-
ticular test VE.

The main independent variables of interest for manipu-
lation tasks were initial distance to the stimulus, distance
to the terminal position, required accuracy of positioning,
and interaction technique. Both initial and final distances
are defined in terms of virtual cubits. Required accuracy is
defined according to Equation 1.

5.3. Performance Criteria

Completion time, the time taken to successfully accomplish
each task, was used as a primary performance criterion.
For the selection task this is the time from the moment the
stimulus appears until the moment it is successfully se-
lected by the subject. For positioning tasks, completion
time is measured from the moment the subject picks a test
object until the moment it is positioned with the required
accuracy. Because position tasks allow iterative manipula-
tion, i.e., the subject can reposition the object after drop-
ping it, we also measured the number of iterations it took
to complete positioning, as well as “net” manipulation
time, i.e., completion excluding the time required for each
selection between repositioning. Subjective criteria, such
as subject satisfaction, were assessed through post-
experimental questionnaires.

5.4. Subjects

Two groups of subjects were recruited from the laboratory
subject pool. Ten males and three females served as a sub-
jects for selection task experiments; eight males and four
females served as subjects for positioning task experi-
ments. Subjects ranged in age from 19 to 32; all subjects
were right handed, as determined by the Edinburgh in-
ventory. In order to reduce the variability in subject per-
formance we chose subjects that had moderate prior expe-
rience with virtual reality.

5.5. Procedure

A balanced within-subject (repeated measures) design
was used for each task. After donning the HMD subjects
were asked to momentarily extend their tracked hand to its
full natural reach for "virtual cubit" calibration. The envi-
ronment then was re-calibrated according to the length of
the virtual cubit. Following a demonstration and explana-
tion of the interaction techniques and test tasks, subjects
had in average three minutes to practice them. During
studies of the selection each subject completed 18 experi-
mental sessions with 15 trials in each session, manipulat-
ing each of three different object sizes (4, 6 and 9 degrees)
and five different distances (0.7, 1, 2, 4 and 6 virtual cu-
bits). For each of three interaction techniques three ses-
sions were completed with using visual feedback and three
sessions without it. Studies of the positioning task con-
sisted of three sessions for each interaction technique, with
six trials in each session: four trials for repositioning at
constant distances (0.7, 2.2, 3.5, and 6 virtual cubits) and
two trials for repositioning close to the user with moderate
distance changes (from 0.7 to 1 and from 1 to 0.7). All
conditions were defined with 20% required accuracy.

The order of trials within sessions was randomized, tri-
als were presented one after the other, with a four-second
delay between them, until all trials were completed. The
order of interaction techniques studied was also random-
ized. In addition to the on-line performance data, an in-
formal questionnaire was administered after completion of
the tasks to assess subjects' preferences and opinions.

5.6. Results

5.6.1. Selection task

We begin discussion of our experimental results with a
comparison of the usability characteristics of the ray-
casting and Go-Go techniques for the object selection task.
A repeated measures multiple-way ANOVA was per-
formed with completion time as the dependent variable and
distance, size, visual feedback and interaction technique as

Figure 5: Object position is defined as distance d and direction α, β in user-centered coordinate system. Object size is
defined in terms of vertical (ϕ) and horizontal (φ) angles of the visual field subtended by the object.
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independent variables. A significant main effect was found
for distance (F4,48 = 54.23, p < 0.0001), object size (F2,24 =
92.25, p < 0.0001) and visual feedback (F1,12 = 15.4, p <
0.002). And significant interactions between technique and
task conditions were also found, i.e., between technique
and object size (F2,24 = 47.95, p < 0.0001), between tech-
nique and distance (F4,48 = 6.9, p < 0.0001), and between
technique and visual feedback (F1,12 = 8.19, p < 0.01).
These interactions suggest that neither the Go-Go nor the
ray-casting technique was universally preferable in all
studied conditions - their comparable weaknesses and
strengths depend on the particular task conditions.

Figure 6 summarizes the effects of distance and size on
object selection performance for ray-casting and Go-Go
techniques without using visual feedback. For both tech-
niques we see that with a decrease in object size or an
increase in distance, the target object is increasingly harder
to "hit". This conclusion is also supported by our ANOVA
analysis (Table 1). This finding is consistent with expecta-
tions and appears to represent a "Fitt’s Law" phenome-
non30. A significant interaction between size and distance
was also found for both techniques (Table 1). This interac-
tion suggests that the effect of distance is stronger in those
conditions that require more accurate selection, i.e., selec-

tion of smaller objects. This trend is demonstrated in the
performance data for the ray-casting technique (Figure 6).

Comparison of the techniques showed that for local se-
lection conditions (within the area of one virtual cubit)
both techniques exhibited comparable performance for all
object sizes, with slightly better performance for ray-
casting (Table 2). However, with increasing distance, the
performance of ray-casting was more degraded compared
to Go-Go especially when higher selection accuracy was
required, i.e., selection of smaller objects. As shown in
Figure 6, in selection at-a-distance conditions the Go-Go
technique performed significantly better for small objects
and exhibited comparable performance for selection of
large objects. Table 2 summarizes the effects of interaction
technique separately for local selection and selection at-a-
distance when the visual feedback was not used.

The introduction of the visual feedback improved selec-
tion performance for the ray-casting technique (Figure 7).
ANOVA revealed a significant effect due to visual feed-
back, as well as an interaction between visual feedback and
distance for interaction technique (Table 1). Separate
analyses for local and remote selection reveal that while
visual feedback significantly improves performance for

Figure 6: Means of selection time for ray-casting and Go-Go interaction techniques
(without visual feedback).

Figure 7: Means of selection time
when using the ray-casting (col-
lapsed over object size)

Figure 8: Means of selection time for ray-casting and Go-Go interaction techniques
(with visual feedback).

Figure 9: Means for selection time
when using the Go-Go (collapsed
over object size)



Poupyrev et al. / Egocentric Object Manipulation in VEs: Empirical Evaluation of Interaction Techniques

© The Eurographics Association and Blackwell Publishers 1998.

selection at a distance (F1,12=16.1, p < 0.002), the effect of
visual feedback was not significant for local selection
(F1,12=2.789, p < 0.12). Surprisingly, although visual feed-
back seems to improve performance of the Go-Go tech-
nique (Figure 9) this effect was not statistically significant
(F1,12=2.7, p < 0.13; see also Table 1).

Comparison of the techniques (Figure 8) shows that ray-
casting enhanced with visual feedback generally results in
better performance, except for conditions when selection
of small objects is required (Table 3). When high accuracy
of selection is required, such as selection of small objects,
the Go-Go technique exhibited better performance than
ray-casting (F1,12=8.96, p < 0.01). Table 3 summarizes the
comparison of ray-casting and Go-Go techniques for vari-
ous object sizes separately for local selection and selection
at a distance when the visual feedback was applied.

Finally, we compared the ray-casting and Go-Go tech-
niques with the “classical” virtual hand technique. Because
selection with the classical virtual hand is limited by the
user’s natural reaching envelope, we compared techniques
only in local selection conditions (0.7 virtual cubits) with
and without visual feedback. Statistical analysis did not
reveal a significant treatment effect due to technique
(F2,24=2.25, p < 0.13). There also was no significant effect
of visual feedback on completion time for the classical
virtual hand (F1,12=1.55, p < 0.24).

5.6.2. Positioning task

A repeated measures multiple-way ANOVA was con-
ducted with distance and interaction technique as inde-
pendent variables and absolute positioning time, “net”
positioning time (i.e., with selection time subtracted) and
number of iterative positioning movements required to
complete a trial as dependent variables. Figure 10 trough
Figure 12 compare user performance using ray-casting and
Go-Go interaction techniques in repositioning objects at
constant distances. A significant effect due to distance was
found for all dependent variables (F3,33 = 48.5, p < 0.0001,
F3,33 = 39.22, p < 0.0001 and F3,33 = 25.83, p < 0.0001,
respectively). No significant effect due to interaction tech-
nique was found for either absolute or net positioning
times (F1,11 = 0.132, p < 0.72 and F1,11 = 0.747, p < 0.41,

respectively). However, a significant effect due to interac-
tion technique was found for number of iterative move-
ments, (F3,33 = 5.47, p < 0.039); the distance by distance
analysis reveals a significant effect due to interaction tech-
nique at the farthest distance (6 virtual cubits, F1,11 = 11.5,
p < 0.006) and does not show a significant effect at closer
distances (0.8, 2.2 and 3.5 virtual cubits from the user,
F1,11 = 0.576, p < 0.46).

Comparison of the ray-casting, Go-Go and classical
virtual hand techniques in object repositioning at close
range (within 1 virtual cubit) reveals that when task condi-
tions required the user to bring stimuli closer or move
them further away, all techniques exhibited essentially the
same performance (absolute positioning time: F2,22 = 2.9, p
< 0.08, net positioning time: F2,22 = 1.36, p < 0.28). How-
ever, for object repositioning at a constant distance (0.8
virtual cubits) a significant effect of technique was found

Distance (D) Size (S) Visual feed-
back (VF)

Interaction
(S*D)

Interaction
(S*VF)

Interaction
(D*VF)

Ray-casting F4,48=28.15

p<0.0001

F2,24=79.84

p<0.0001

F1,12=18.3

p<0.001

F8,96=5.9

p<0.0001

F2,24=7.97

p<0.46

F4,48=8.41

p<0.0001

Go-Go F2,24=46.8

p<0.0001

F2,24=71.3

p<0.0001

F1,12=2.7

p<0.13

F8,96=4.9

p<0.0001

F2,24=1.89

p<0.17

F4,48=.747

p<0.57

Table 1: The effect of object distance (D), object size (S), and visual feedback (VF) on user selection performance, and
interactions between variables for ray-casting and Go-Go techniques.

Local
(0.7, 1 virtual cubits)

At-a-distance
(2,4,6 virtual cubits)

small (4) F1,12
 = 19.40

p<0.001
F1,12

 = 9.13
p<0.01

medium (6) F1,12
 = 5.57

p<0.04
F1,12

 = 4.66
p<0.05

big (9) F1,12
 = 4.85

p<0.048
F1,12

 = 2.47
p<0.142

Table 2: Statistical significance of difference between ray-
casting and Go-Go in local and remote selection for vari-
ous object sizes (without visual feedback).

Local
(0.7, 1 virtual cubits)

At-a-distance
(2,4,6 virtual cubits)

small (4) F1,12
 = 0.136

p<0.719
F1,12

 = 8.959
p<0.01

medium (6) F1,12
 = 12.1

p<0.005
F1,12

 = 4.707
p<0.05

big (9) F1,12
 = 24.1

p<0.0001
F1,12

 = 21.819
p<0.0001

Table 3: Statistical significance of difference between
ray-casting and Go-Go in local and remote selection for
various object sizes (with visual feedback).
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(absolute positioning time: F2,22 = 13.759, p < 0.0001, net
positioning time: F2,22 = 8.8, p < 0.002). In these condi-
tions classical virtual hand was 22% faster in absolute
positioning then Go-Go technique and 8% faster then ray-
casting; ray casting was 15% faster then Go-Go technique.
While user performance when using the Go-Go technique
was essentially the same for all conditions (absolute posi-
tioning time: F2,22 = 0.95, p < 0.4) the ray-casting tech-
nique performed significantly better when the positioning
did no involve a change of distance (absolute positioning
time: F2,22 = 17.77, p < 0.0001).

5.6.3. Subject’s comments

While none of the subjects had difficulties in using either
Go-Go, ray casting, or virtual hand techniques, in general
the Go-Go interaction technique was rated as the most
intuitive and enjoyable, with ray-casting second, a finding
which replicates results reported previously10. Three sub-
jects, however, preferred the classical virtual hand, re-
porting that it was more familiar and more closely simu-
lated real world interaction. All subjects were dissatisfied
with decrease of performance of ray-casting in selection of
small objects at far distances. These decrease in perform-
ance of ray-casting with increasing distance may be due to
difficulties with hand-eye coordination, and the magnified
effect of tracker noise. Several subjects commented on
improvement in selection performance when enhancing ray
with visual feedback. Subjects further reported that one of
the main difficulties in positioning objects at a distance
was the limited visual cues, rather then shortcomings of the
techniques themselves. Subjects simply could not see if the
object was being positioned correctly.

6. Discussion

These experiments demonstrate that there is no one “best”
interaction technique among those studied. The strengths

and weaknesses of the techniques can be compared only in
relation to the particular conditions of the spatial manipu-
lation. We discuss below our findings as well as some of
the design issues which arise from our studies.

6.1. Virtual Pointer vs. Virtual Hand in Object Selec-
tion Task

Performance of techniques based on virtual hand or virtual
pointer metaphors depends on the task conditions in which
the techniques are used. Within the area of local manipu-
lation all of the techniques we studied demonstrated es-
sentially comparable performance, with ray-casting exhib-
iting slightly better performance, especially when accurate
selection was not required, i.e., selection of big objects.
Therefore, in those applications where both local and re-
mote selection are required, the classical virtual hand can
be replaced by the Go-Go or ray-casting techniques with-
out degrading user performance in local manipulation con-
ditions. Our finding that there was no significant difference
between the classical virtual hand and the Go-Go tech-
niques in local selection conditions suggests that the Go-
Go is a generalization of the classical virtual hand tech-
nique for selection at-a-distance.

While both ray-casting and Go-Go techniques allow for
effective selection of objects at-a-distance, the Go-Go
technique resulted in better performance when accurate
selection is required, i.e., in selection of small objects.
Ray-casting was found more efficient then Go-Go when
high accuracy of selection is not required, i.e., selection of
big objects. Introduction of visual feedback significantly
improves the accuracy of ray-casting and is an important
enhancement for this technique. However, even with visual
feedback, the Go-Go was still faster in selection of small
objects (Figure 8). The choice of technique for selection
at-a-distance depends, therefore, on the accuracy of selec-
tion required in a particular application.

Figure 10: Means of the net time for
object repositioning at constant dis-
ances.

Figure 11: Means of the absolute time
for object repositioning at constant
distances.

Figure 12: Means of the number of
movements for object repositioning at
constant distances.
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6.2. Virtual Pointer vs. Virtual Hand in Object Posi-
tioning Task

It is difficult to compare virtual pointer and virtual hand
metaphors. Techniques based on virtual pointer metaphor
do not allow for natural manipulation of the object dis-
tance, unless they are extended with some mechanism
which allows the user to manipulate the length of the vir-
tual pointer10, 18. Virtual pointer, however, is an effective
and efficient metaphor in those conditions where virtual
pointer and virtual hand can be compared, i.e. in reposi-
tioning objects at a constant distance and object reposi-
tioning close to the user. Indeed, subject performance for
object repositioning at constant distances using ray-casting
was comparable to their performance using the Go-Go
technique both locally and at-a-distance (Figure 10, Figure
11). For repositioning within the area of reach, where the
change of distance can be easily accomplished, the ray-
casting and Go-Go demonstrated comparable performance.
Generally at close distances, the ray-casting was more
efficient when a change of object distance was not re-
quired, while the Go-Go technique resulted in the same
performance for all conditions of local manipulation.

6.3. Visual Feedback

Enhancing interaction techniques with visual feedback
does not always improve user performance. Visual feed-
back did considerably improve ray-casting performance for
selection at-a-distance, making selection of small objects
significantly easier. The effect of visual feedback, how-
ever, was not significant in local selection conditions
(Figure 7), and there was no significant effect of visual
feedback for the Go-Go interaction technique either in
local selection or at-a-distance. This result was somewhat
surprising. Previous evaluation of the Go-Go technique
indicated that because of the non-linear mapping used in
the techniques, an increase in object distance often leads to
“overshoot” of objects located far away (see Figure 2).
Consequently, we expected that visual feedback would
improve the Go-Go performance at far distances by mini-
mizing this overshoot, however, this did not happen. One
possible explanation for this result is that with the tech-
niques based on the virtual hand metaphor the user can
naturally see when the virtual hand intersects the object.
Therefore, visual feedback is an inherent part of the virtual
hand metaphor. Consequently, adding more visual feed-
back does not necessarily result in significant performance
improvements. A second explanation is that because the
VRMAT testbed defines the size of the objects in terms of
visual angles, moving objects further from the user natu-
rally increases their “real” geometrical size in order to
maintain the same visual size31. Since the VRMAT uses
symmetrical objects for stimuli, an increase in geometrical
size leads to an increase in the volume of the stimulus
which, in turn, counterbalances the effect of the overshoot.
This situation, in fact, is very natural for interaction in
VEs: in order for the object to be visible at a great distance

its geometrical size should be quite large. An important
exception is in selection of flat objects. The depth of the
stimulus, is therefore, another important variable which
should be considered when evaluating techniques for im-
mersive object selection.

6.4. Metaphor Affordances and Constraints: 2D vs. 3D
Manipulation

The purpose of this study was to investigate two basic
metaphors for immersive manipulation: virtual hand and
virtual pointer. Our findings suggest that their basic affor-
dances and constraints are defined by the number of de-
grees of freedom which can be effectively manipulated
using the techniques based on these metaphors.

Indeed, the essence of immersive object selection and
manipulation is a specification of a three-dimensional po-
sition within the virtual environment using the  interaction
techniques provided by the system9. Within the user-
centered coordinate system used in this study, the position
of an object is defined as three coordinates: distance to the
object and two angles, pitch and yaw, that define direction
to the object from the user’s point of view31 (Figure 5).
Results of our experiments suggest that while the virtual
hand allows to effective manipulation in all three coordi-
nates, the virtual pointer allows effective manipulation on
only two of them: pitch and yaw (angles α and β in Figure
5); the virtual pointer technique is less effective in ma-
nipulating the third degree of freedom - the distance to an
object. For example, the object selection performance dec-
rement observed with an increase in object distance is
significantly worse for ray-casting then for the Go-Go
technique; ray-casting was inefficient for positioning tasks
that required a change in distance; it was, however, very
effective for repositioning at a constant distance. Thus, the
virtual hand and virtual pointer can be categorized as 3D
and 2D direct manipulation metaphors, respectively.

One of the interesting design implication arising from
the proposed categorization is that the 2D nature of the
virtual pointer makes the well-developed guidelines and
techniques from 2D graphical user interfaces design suit-
able for development of effective immersive ray-based
interaction dialogs, such as virtual menu systems. Indeed,
as long as objects are located around the user at the same
distance, ray-casting would be sufficient for effective in-
teraction. In effect depending on the distance, the locus of
interaction of virtual pointer forms a continuum of spheri-
cal surfaces of different size around the user.

Certainly, the virtual pointer metaphor can be enhanced
to allow more direct control of the distance variable. For
example, Bowman et al.10 extended classical ray-casting
with a “fishing reel” metaphor: the user can change the
length of the virtual pointer by pressing two additional
buttons. The user performance implications of the meta-
phor extensions, however, are not clear. Will the reeling
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mechanism provide performance comparable to the Go-Go
technique in repositioning tasks? Would it improve the
performance of the ray-casting technique in selection of
small objects? Can we be sure that enhancing the metaphor
would not degrade user performance in some task condi-
tions? These questions are subject to systematic and care-
ful human factors evaluation.

6.5. World-Centered vs. User-Centered Design of Vir-
tual Interaction

Prior research and development of virtual user interfaces
has been geared toward development of effective interac-
tion techniques and tools. The developers’ task was to
create interaction techniques that would allow the user to
interact effectively in any given virtual environment. Our
findings, however, suggest that even for basic tasks, such
as selection of virtual objects, and for a limited number of
task variables, such as object size and distance, develop-
ment of a single universally efficient technique is difficult,
if not impossible. Thus, instead of developing of new in-
teraction techniques, researchers and developers can take
another route: improve the spatial design of VEs to allow
for optimal performance using existing techniques. Fol-
lowing existing terminology we call these two approaches,
respectively, world-centered and user-centered design of
virtual reality interfaces. The categorization of VE design
methods as user- or world-centered is, certainly, a gener-
alization which cannot be practically implemented in its
pure form. For some applications it is not possible to de-
sign the VE around the available techniques. Nevertheless,
there are many application domains where designers do
have the freedom to fit the VE to the interface; for in-
stance, in many information visualization applications.
Practical VE system development should probably use
methods and principles based on both approaches, de-
pending on the purpose of the particular application.

7. Conclusions

The growing acceptance of VE technology will require
more attention to optimize immersive interaction in order
to maximize user performance. This study systematically
explores one of the most important aspect of immersive
interaction - interaction metaphors for selecting and posi-
tioning objects in VEs. The paper presents an original
taxonomy of interaction techniques for immersive ma-
nipulation, describes the methodical framework used in the
experimental study, reports experimental results and draws
design implications for the practical development of ma-
nipulation interfaces for VEs.

The research reported here is just a small step toward
understanding human factors behind manipulation in VEs.
Future studies of VE manipulation should further investi-
gate the design aspects of the particular techniques and
their influence on user performance; assess usability of the
techniques in other conditions of manipulation tasks; in-

vestigate combinations of manipulation and navigation
techniques; and explore possible ways to integrate various
techniques into seamless and intuitive interaction dia-
logues.
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